
Efficient Q-Learning over Visit Frequency Maps for Multi-agent Exploration of Unknown Environments

We introduce a multiagent exploration system 
that is sensitive to bandwidth usage and 
generalizes to different environments and swarm 
sizes. 
 
We also propose i-VFM, a novel state 
representation that uses only half the memory of 
past representations and encodes the same 
information.

Our methods demonstrate zero-shot 
generalization to a swarm setting despite no 
explicit multi-agent training.

Compressed State VFM and obstacle data must be 
transmitted to the central map server as the environment is 
incrementally explored, and are must be sent to agents during 
their navigation step. This incurs a high bandwidth 
dependency. 

We propose i-VFM, a compressed state representation that 
halves the memory requirements from similar representations 
in past works. Pictured: In our implementation, the overhead 
map, robot position map, and visit frequency map are 
combined into a single i-VFM channel without significant loss to 
performance
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1. We present a multiagent exploration approach with a bandwidth usage 
that scales linearly with the explored area

2. We show that our agents generalize to the multi-agent scenario despite 
being trained alone and having no central decision making mechanism.

3. Our i-VFM state formulation performs comparably to the original VFM, 
while requiring half the bandwidth capacity.

Sample evaluation environment. The agent (black) is able to move 
around in an environment scattered with obstacles (squares) 1x Size Arena
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Key Metrics
● Bandwidth measures the total transmission 

rate over all agents in megabytes
● Path Efficiency (PE) measures the average 

new exploration per unit path
● Repetitive Exploration Rate (RER) 

measures the ratio of observed area that 
overlaps a previously observed area
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